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Topic 17:  
Sampling Distributions II: Means

Overview

You have studied how sample proportions summarizing categorical variables vary from sample to sample.  In this topic you will explore how sample means summarizing quantitative variables vary from sample to sample.  The issue is a bit more complex because the shape of the underlying population comes into play, but a variety of similarities emerge.  You will again find that these statistics do not vary haphazardly but according to a predictable, long-term pattern, and you will see that sample size affects the amount of variation produced.  You will also notice connections between sampling distributions and the fundamental concepts of confidence and significance.

Objectives
· To use simulation to investigate how sample means vary from sample to sample.

· To discover the long-term pattern that emerges from the sampling distribution of the sample means when sample size is large.

· To learn that this long-term pattern does not depend on the shape of the population when the sample size is large.

· To recognize similarities between the sampling distributions of a sample mean and of a sample proportion.

· To examine and understand the effects of sample size and of population variability on the sampling distribution of the sample mean.

· To continue to develop an understanding of the concepts of confidence and significance and their relation to sampling distributions.

Activity 17.1: Coin Ages
The following histogram displays the distribution of ages for a population of 1000 pennies in circulation and collected by one of the authors in 1999.  
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The dates and ages for these pennies are stored in the fathom file 1000Pennies.ftm.  Some summary data for this distribution of ages are:

	size
	mean
	Std. Dev. 
	min
	Q1
	median
	Q3
	max

	1000
	12.264
	9.613
	0
	4
	11
	19
	59


(a) Identify the observational units and variable of interest here.  Is this variable quantitative or categorical?

(b) Regarding these 1000 pennies as a population from which one can take samples, are the above values parameters or statistics?  What symbols would represent the mean and standard deviation?

(c) Does this population of coin ages roughly follow a normal distribution?  If not, what shape does it have?

Rather than ask you to select actual pennies from a container with all 1000 of these pennies, you will use a table of random digits to simulate drawing random samples of pennies from this population.  This requires us to assign a three-digit label to each of the 1000 pennies.  The following table reports the number of pennies of each age and also assigns three-digit numbers to them.

	age
	count
	ID#s
	age
	count
	ID#s
	age
	count
	ID#s

	0
	49
	001-049
	15
	34
	610-643
	30
	12
	945-956

	1
	51
	050-100
	16
	38
	644-681
	31
	5
	957-961

	2
	50
	101-150
	17
	37
	682-718
	32
	6
	962-967

	3
	85
	151-235
	18
	24
	719-742
	33
	6
	968-973

	4
	47
	236-282
	19
	32
	743-774
	34
	1
	974

	5
	61
	283-343
	20
	26
	775-800
	35
	11
	975-985

	6
	29
	344-372
	21
	23
	801-823
	36
	2
	986-987

	7
	29
	373-401
	22
	27
	824-850
	37
	4
	988-991

	8
	32
	402-433
	23
	22
	851-872
	38
	2
	992-993

	9
	21
	434-454
	24
	19
	873-891
	39
	1
	994

	10
	36
	455-490
	25
	10
	892-901
	40
	3
	995-997

	11
	38
	491-528
	26
	10
	902-911
	46
	1
	998

	12
	30
	529-558
	27
	12
	912-923
	58
	1
	999

	13
	27
	559-585
	28
	13
	924-936
	59
	1
	000

	14
	24
	586-609
	29
	8
	937-944
	total
	1000
	


Notice that each age has a number of ID labels assigned to it equal to the number of pennies having that age in the population.  Thus, for example, an age of 10 years has 36 ID labels because 36 of the 1000 pennies were 10 years old, while an age of 30 years has one-third as many ID labels because only 12 of the 1000 pennies were 30 years old.

(d) Use the table of random digits to draw a random sample of five penny ages from this population. Or enter the command randint(1, 1000) on your calculator.  (If you happen to get the same three-digit number twice, ignore the repeat and choose another number.)  Record the penny ages below:
(e) Calculate the sample mean of your five penny ages.

(f) Take four more random samples of five pennies each.  Calculate the sample mean each time, and record the results in the table below:

	Sample no.
	1
	2
	3
	4
	5

	Sample men
	
	
	
	
	


(g) Did you get the same value for the sample mean all five times?  What phenomenon that you studied in Topic 16 does this again reveal?  What is different here from the Reese’s Pieces Activity?

	You are again encountering the notion of sampling variability.  Since age is a quantitative and not a categorical variable, you are observing sampling variability as it pertains to sample means and not to sample proportions.  As was the case with sample proportions, sample means vary from sample to sample not in a haphazard manner but according to a predictable long-term pattern known as sampling distribution.


(h) Use a calculator to calculate the mean and standard deviation of your five sample means.

Mean of 
[image: image2.wmf]x

 values:


standard deviation of 
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(i) Is this mean reasonable close to the population mean 
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? Is the standard deviation greater than, less than, or about equal to the population standard deviation  
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As was the case with proportions, the sample mean is an unbiased estimator of the population mean.  In other words, the center of its sampling distribution is the population mean.  Also evident again is that variability in the sampling distribution of the statistic (sample mean, in this case) decreases with larger samples.

Now consider taking a random sample of 25 pennies.  By taking five samples of five pennies each, you have essentially done so already. Consider all your observations as a random sample of size 25.  (We are ignoring the possibility that a coin could be repeated in your sample of 25.)  Its sample mean is exactly the mean of your five sample means recorded in (h).

(j) 
Pool these sample means from samples of size 25 with those of your classmates.  Produce a dotplot of these sample means below:
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(k) Does this distribution appear to be centered at the population mean  
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?  Do the values appear to be less spread out than either the population distribution or the distribution of your five sample means of size 5?

(l) Does this distribution appear to be more normal-shaped than the distribution of ages in the original population (recall the histogram of the population distribution above question (a))?
Notice that although the population distribution was skewed to the right that the sampling distribution is approximately mound-shaped.  This leads us to one of the fundamental concepts of statistics – The Central Limit Theorem for a Sample Mean.
Note the similarities with the CLT for a population proportion:  This result specifies the shape, center, and spread of the sampling distribution.  Again the shape is normal, the mean is the population parameter of interest, and the standard deviation decreases as n increases by a factor 
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Activity 17-8: Birth Weights
In a previous activity, we assumed that birth weights of babies could be modeled as normal distributions with mean 
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 = 3250 grams and standard deviation 
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= 550 grams.  The following histograms display the sample mean birth weights in 1000 samples of 

n = 5 babies each and of 1000 samples of n = 10 babies each:


a) Which histogram goes with which sample size?  Explain how you know.

b) Judging from these histograms, which sample size is more likely to produce a sample mean birth weight below 2500 grams?

c)  Judging from these histograms, which sample size is more likely to produce a sample mean birth weight below 3000 grams?

d) Judging from these histograms, which sample size is more likely to produce a sample mean birth weight above 3500 grams?

e) Judging from these histograms, which sample size is more likely to produce a sample mean birth weight between 3000grams and 3500 grams?

f) What do your answers to these questions reveal about the effect of sample size on the sampling distribution of a sample mean?

Activity 17-9: Candy Bar Weights
In a previous activity, we assumed that the actual weight of a certain candy bar, whose advertised weight is 2.13 ounces, varies according to a normal distribution with a mean 
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 = 2.2 ounces and standard deviation 
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= 0.04 ounces.

a)  What does the CLT say about the distribution of sample mean weights if samples of size n=5 are taken over and over?

b)  Draw a sketch of the sampling distribution, labeling the horizontal axis.

Suppose you are skeptical about the manufacturer’s claim that the mean is 
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 = 2.2, so you take a random sample of n = 5 candy bars and weigh them.  Suppose that you find sample mean weight of 2.15 ounces.  

c)  Is it possible to get a sample mean weight this small even if the manufacturer’s claim that 
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=2.2 is valid?  Explain, referring to the graph you sketched in (b).

d)  Is it very unlikely to get a sample mean weight this small even if the manufacturer’s claim that 
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=2.2 is valid?  Explain.

e)  Would finding a sample mean weight to be 2.15 provide strong evidence to doubt the manufacturer’s claim that 
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=2.2?  Explain, referring to the sampling distribution.

f)  Would finding a sample mean weight to be 2.18 provide strong evidence to doubt the manufacturer’s claim that 
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=2.2?  Explain, referring to the sampling distribution.

g) What values for the sample mean weight would provide fairly strong evidence

against the manufacturer’s claim that 
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=2.2?  Explain, once again referring to the sampling distribution.  [Hint:  Think Empirical Rule.]

Activity 17-10: Cars’ Fuel Efficiency

The highway miles per gallon rating of the 1999 Volkswagen Passat was 31 MPG.  The fuel efficiency that one gets on an individual tankful of gasoline would naturally vary from tankful to tankful.  Suppose that the MPG calculations per tankful have a mean of 
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=31 and a standard deviation of 
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 = 3 MPG.

a) Would it be surprising to obtain 30.4 MPG on one tank?  Explain.

b) Would it be surprising for a sample of 30 tankfuls to produce a sample mean of 30.4 MPG?  Explain, referring to the CLT and to a sketch of the sampling distribution.

c) Would it be surprising for a sample of 60 tankfuls to produce a sample mean of 30.4 MPG?  Explain, referring to the CLT and to a sketch of the sampling distribution.

d) Would it be surprising for a sample of 150 tankfuls to produce a sample mean of 30.4 MPG?  Explain, referring to the CLT and to a sketch of the sampling distribution.

e)  Do any of your responses depend on knowing the shape of the population distribution?  Explain.

WRAP – UP
This topic has continued your study of the fundamental concepts of sampling distributions.  You have discovered that just as a sample proportion varies from sample to sample according to a normal distribution, so too (under the right conditions) does a sample mean.  Moreover, you have learned that for large sample sizes this result is true regardless of the shape of the population from which the samples are drawn.  You have again seen that the ideas of confidence and significance are closely related to the sampling distribution of a sample mean.  The next topic will ask you to consider more formally the Central Limit Theorem that you encountered in this and the previous topic.
Central Limit Theorem (CLT) for a Sample Mean:


Suppose that a simple random sample of size n is taken from a large population in which the variable of interest has a mean � EMBED Equation.DSMT4  ��� and standard deviation � EMBED Equation.DSMT4  ���. Then, provided that n is large (at least 30 as a rule of thumb), the sampling distribution of the sample mean � EMBED Equation.DSMT4  ���is approximately normal with mean � EMBED Equation.DSMT4  ��� and standard deviation � EMBED Equation.DSMT4  ���.  The approximation holds with large sample sizes regardless of the shape of the population distribution.  The accuracy of the approximation increases as the sample size increases.  For populations that are themselves normally distributed, the result holds not approximately but exactly.








_1161965045.unknown

_1161971111.unknown

_1161971700.unknown

_1162701687.unknown

_1162708111.unknown

_1162701663.unknown

_1161971198.unknown

_1161971210.unknown

_1161971005.unknown

_1161971045.unknown

_1161965501.unknown

_1161964889.unknown

_1161964941.unknown

_1161964855.unknown

