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Topic 9:

Correlation Coefficient

OVERVIEW

You have seen how scatterplots provide useful visual information about the relationship between two quantitative variables.  Just as you made use of numerical summaries of various aspects of the distribution of a single variable, it would be also handy to have a numerical measure of the association between two variables.  This topic introduces you to just such a measure and asks you to investigate some of its properties.  This measure is one of the most famous in statistics: the correlation coefficient.

OBJECTIVES

· To explore basic properties of the correlation coefficient as a numerical measure of the degree of association between two variables.

· To discover some of the limitations of the correlation coefficient as a summary of the relationship between two variables.

· To recognize the important distinction between association and causation.

· To become familiar with judging correlation values from scatterplots.

· To learn to use scatterplots and correlations to look for and to describe relationships between variables when analyzing genuine data.

Activity 9-1: Properties of Correlation  
Look back on the nine scatterplots involving pairs of variables related to 1999 cars from Activity 8-2.  The correlation coefficients have been calculated and placed into the table.
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Month

City
Raleigh





	
	Strongly negative
	
	Mildly negative
	
	Virtually none
	
	Mildly positive
	
	Strongly positive

	Letter
	D
	G
	A
	H
	C
	E
	I
	F
	B

	r
	-.907
	-.721
	-.45
	-.224
	-.081
	.235
	.51
	.889
	.994


a)  Based on these results, what do you suspect is the largest value that a correlation coefficient can assume?  What do you suspect is the smallest value?

b)  In order for a correlation coefficient to be the largest or smallest possible value, what do you think must be true of the observation pairs on the scatterplot?

c)  How does the value of the correlation relate to the direction of the association?

d)  How does the value of the correlation relate to the strength of the association?

	These examples should convince you that a correlation coefficient has to be between +1 and -1, inclusive.  It can equal +1 or -1 when the observations form a perfectly straight line.  The sign of the correlation reflects the direction of the association.  The magnitude of the correlation indicates the strength of the association, with values closer to +1 and -1 signifying stronger association.


Consider the scatterplot of Raleigh’s average monthly temperature vs. the number of the month (January = 1, February = 2, etc.):


e)  The correlation coefficient for this graph is close to zero.  However; there seem to be a relationship between temperature and month in Raleigh, describe the relationship. 
	Correlation coefficient measures only linear (straight-line) relationships between two variables.  More complicated types of relationships (such as curvilinear ones) can go undetected by r.  Thus, there might be a relationship, albeit not a linear one, even if the correlation is close to zero.  One should be aware of such possibilities and examine a scatterplot as well as the value of r.


One can gain some insight into how the correlation coefficient r measures association by examining the formula for its calculation:
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Where xi denotes the ith observation of one variable, yi the ith observation of the other variable, 
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 and 
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 the respective sample means, sx and sy the respective sample standard deviations, and n the sample size.  This formula says to standardize each x and y value into its z-score, to multiply these z-scores together for each pair, to add those results, and to divide the sum by one less than the sample size.

Activity 9-8: Properties of Correlation (cont. again!)

Consider the following four data sets, each with four pairs of observations:

	Data Set A
	Data Set B
	Data Set C
	Data Set D

	x
	y
	x
	y
	x
	y
	x
	y

	20
	1
	0
	-5
	2
	10
	2
	10

	25
	2
	18
	20
	3
	9
	12
	17

	27
	3
	11
	7
	4
	6
	22
	9

	52
	4
	-12
	20
	5
	3
	17
	5


a)  Which data set clearly has a positive correlation coefficient?  Explain based on 

the behavior of the variables without calculating.

b)  Which data set clearly has a negative correlation coefficient?  Explain based on the behavior of the variables.

c)  Which data set has a correlation coefficient close to 0? Explain based on the 

     
 behavior of the variables.

	There is a very important distinction between association and causation.  Two variables may be strongly associated (as measured by the correlation coefficient) without a cause-and-effect relationship existing between them.  Often the explanation is that both variables are related to a third variable not being measured; this variable is often called a lurking or confounding variable.


Activity 9-15:  Ice Cream, Drownings and Fire Damage

a) Suppose that a community finds a strong positive correlation between the amount of ice cream sold in a given month and the number of drownings that occur in that month.  Does this mean that ice cream causes drowning?  If not, can you think of an alternate explanation for the strong association?  Write a few sentences addressing these questions.

b) Explain why one would expect to find a positive correlation between the number of fire engines that respond to a fire and the amount of damage done in the fire.  Does this mean that the damage would be less extensive if fewer fire engines were dispatched?  Explain.

WRAP-UP

In this topic you have discovered the very important correlation coefficient as a measure of the linear relationship between two variables.  You have derived some of the properties of this measure, such as the values it can assume, how its sign and value relate to the direction and strength of the association, and its lack of resistance to outliers.  You have also practiced judging the direction and strength of a relationship from looking at a scatterplot.  In addition, you have discovered the distinction between correlation and causation and learned that one needs to be very careful about inferring causal relationships between variables based solely on a strong correlation.

The next topic will expand your understanding of relationships between variables by introducing you to least squares regression, a formal mathematical model that is often useful for describing such relationships.
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