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Topic 10:

LEAST SQUARES REGRESSION 1

OVERVIEW

In previous topics you studied scatterplots as visual displays of the relationship between two quantitative variables and the correlation coefficient as a numerical measure of the linear association between them. With this topic you will begin to investigate least squares regression as a formal mathematical model often used to describe the relationship between quantitative variables.

OBJECTIVES

· To develop an awareness of least squares regression as a technique for modeling the relationship between two quantitative variables.

· To learn to use regression lines to make predictions and to recognize the limitations of those predictions.

· To understand some concepts associated with regression such as fitted values, residuals, and proportion of variability explained. 

· To use your calculator to apply regression techniques with judgment and thoughtfulness to genuine data.
Activity 10-1:  Airfares

The data below are airfares to various cities from Baltimore, Maryland (as of January 8, 1995)

	178
	138
	94
	278
	158
	258
	198
	188
	98
	179
	138
	98


Descriptive statistics for these airfares are:

	N
	mean
	std. dev.
	minimum
	Lower quartile
	median
	Upper quartile
	maximum

	12
	166.92
	59.5
	94
	108
	168
	195.5
	278


(a) If someone asks how much they can expect to pay for airfare from Baltimore, what prediction would you give?  Explain.

(b) Suggest another variable (an explanatory variable) that might be useful for predicting the airfare to a certain destination (the response variable).

The following table reports the distance (in miles) as well as the airfare for fourteen destinations.  A scatterplot appears below.

	destination
	distance
	airfare
	destination
	distance
	airfare

	Atlanta
	576
	178
	Miami
	946
	198

	Boston
	370
	138
	New Orleans
	998
	188

	Chicago
	612
	94
	New York
	189
	98

	Dallas
	1216
	278
	Orlando
	787
	179

	Detroit
	409
	158
	Pittsburgh
	210
	138

	Denver
	1502
	258
	St. Louis
	737
	98


[image: image1.png]airfare

300 —

200 —|

distance

I
1000

1500




(c) Based on this scatterplot, does it seem that knowing the distance to a destination would be useful for predicting the airfare?  Explain

A natural goal is to try to use the distance of a destination to predict the airfare for flying there, and the simplest model for this prediction is to assume that a straight line summarizes the relationship between distance and airfare.

(d) Place a straightedge over the scatterplot above so that it forms a straight line that roughly summarizes the relationship between distance and airfare.  Then draw this line on the scatterplot.

(e) Roughly what airfare does you line predict for a destination that is 
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(f) Roughly what airfare does you line predict for a destination that is 
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The equation of a line can be represented as 
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[image: image7.wmf]ˆ

y

denotes the (response) variable being predicted (which is plotted on the vertical axis), x denotes the (explanatory) variable being used for the prediction (which is plotted on the horizontal axis), a is the value of the y-intercept of the line, and b is the value of the slope of the line.   In this case x represents distance and y airfare. 

(g) Use your answers to (e) and (f) to find the slope of your line, remembering that since
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(h) Use your answers to (e) and (g) to determine the intercept of your line, remembering that 
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(i) Put your answers (g) and (h) together to produce the equation of your line. It is good form to replace the generic x and 
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 symbols in the equation with the actual variable names, in this case distance and airfare, respectively.
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Naturally, we would like to have a better way of choosing the line to approximate a relationship than simply drawing one that seems about right.  Since there are infinitely many lines that one could draw, however, we need some criterion to select which line is the “best” at describing the relationship.  The most commonly used criterion is least squares, which says to choose the line that minimizes the sum of squared vertical distances from the points to the line.  In other words, if you think of the line as predicting the y-value for a given x-value, then the least squares criterion says to choose whichever line produces the smallest sum of squared errors in those predictions.

We write the equation of the least squares line (also known as the regression line or LSRL) as 
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where the slope coefficient b and the intercept coefficient a are determined from the sample data.  The most convenient expression for calculating these coefficients relates them to the means and standard deviations of the two variables and the correlation coefficient between them:  
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where you will recall, 
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and 
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represent the means of the variables, 
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 their standard deviations, and r the correlation between them.

Activity 10-2  Airfares  (cont.)

a) Enter the airfare data into your calculator, naming the lists DIST and AIRF, respectively.

b) Compute the mean and standard deviation of  distance and airfare, and the value of the correlation between the two.  Record the results below:

	
	mean
	std. dev.
	correlation

	airfare (y}
	
	
	

	distance (x)
	
	
	


c) Write the equation of the least squares line for predicting airfare from distance (using the variable names rather than the generic 
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We will now use the calculator to produce the regression line.  [TI Hint:  In order for your calculator to display the correlation coefficient you will need to turn the diagnostic display mode to on.  To do this, access the calculator’s CATALOG menu (press  EQ \X(2nd) 

 EQ \X(0) ) and scroll down until you find “DiagnosticOn.”  Press your ENTER button twice.

d) To use your calculator to find the equation of the least squares line, use the STAT CALC menu and select option 8: LinReg(a+bx).  You should have the following displayed on your home screen:
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e) To find the least squares line for predicting airfare from distance, complete the command by entering the two appropriate lists so that you have the following (providing the X-list first):
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f) Press  EQ \X(ENTER)  and write the equation below.  Compare this equation with the equation you found in (c).  (Note that the calculator also gives the correlation coefficient.)

One of the primary uses of regression is for prediction, for one can use the regression line (another name for the least squares line) to predict the value of the y-variable for a given value of the x-variable simply by plugging that value of x into the equation of the regression line.  This is, of course, equivalent to finding the y-value of the point on the regression line corresponding to the x-value of interest.

g) What airfare does the least squares line predict for a destination that is 300 miles away?

h) What airfare does the least squares line predict for a destination that is 1500 miles away?

i) To use your calculator to create a scatterplot of airfare vs. distance and then graph the least squares line:

· Select 8: LinReg(a+bx) from the STAT CALC menu as before.

· Enter DIST, AIRF as before, but now type another comma.  Press the  EQ \X(VARS)  button and then use the right arrow to see the Y-VARS menu.  Press  EQ \X(ENTER)  to select Function and then  EQ \X(ENTER)  again to select Y1. You should have LinReg(a+bX)  LDIST, LAIRF,  Y1 on your home screen.

· Press  EQ \X(ENTER) .  If you now press the blue  EQ \X(Y=)  button at the top of your calculator, you will see the regression equation stored as the Y1 function.

· Press  EQ 

 EQ \X(GRAPH) ..

j) What airfare would the regression line predict for a flight to San Francisco, which is 2842 miles from Baltimore? Would you consider this prediction as reliable as one for 900 miles? Explain

The actual airfare to San Francisco at that time was 198 dollars.  That the regression line’s prediction is not very reasonable illustrates the danger of extrapolation, i.e., of trying to predict y for values of x beyond those contained in the data. Since we have no reason to believe that the relationship between distance and airfare remains roughly linear beyond the range of values contained in our data set, such extrapolation is not advisable.

k) Use the equation of the regression line to predict the airfare if the distance is 900 miles.  Record the prediction in the table below, and repeat for distance of 901, 902, and 903 miles.

	Distance
	900
	901
	902
	903

	Predicted airfare
	
	
	
	


l) Do you notice a pattern in these predictions?  By how many dollars is each prediction higher than the preceding one?  Does this number look familiar (from you earlier calculations)?  Explain.

This exercise demonstrates that one can interpret the slope, coefficient of the least squares line as the predicted change in the y-variable (airfare, in this case) for a one-unit change in the x-variable (distance).

m) By how much does the regression line predict airfare to rise for each additional 100 miles that a destination is farther away?

Activity 10-3:  Airfares (cont.)
a) If you look back at the original listing of distances and airfares, you find that Atlanta is 576 miles from Baltimore.  What airfare would the regression line have predicted for Atlanta?

b) The actual airfare to Atlanta at the time was $178.  By how much does the actual price exceed the prediction?

A common theme in statistical modeling is to think of each data point as being composed of two parts: the part that is explained by the model (often call the fit) and the “leftover” part (often called the residual) that is either the result of chance variation or of variables not measured.  In the context of least squares regression, the fitted value for an observation is simply the y-value that the regression line would predict for the x-value of that observation.  The residual is the difference between the actual y-value and the fitted value 
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 (residual = actual – fitted), so the residual measures the vertical distance from the observed y-value to the regression line.

c) Record Atlanta’s fitted value and residual (which you calculated above) in the table below.  Then calculate Boston’s residual and Chicago’s fitted value.
	destination
	distance
	airfare
	fitted value`
	residual
	mean fare
	deviation

	Atlanta
	576
	178
	(c)
	(c)
	166.92
	11.08

	Boston
	370
	138
	126.70
	(c)
	166.92
	-28.92

	Chicago
	612
	94
	(c)
	-61.10
	166.92
	-72.92

	Dallas
	1216
	278
	226.00
	52.00
	166.92
	(g)

	Detroit
	409
	158
	131.27
	26.73
	166.92
	-8.92

	Denver
	1502
	258
	259.57
	-1.56
	166.92
	91.08

	Miami
	946
	198
	194.30
	3.70
	166.92
	31.08

	New Orleans
	998
	188
	200.41
	-12.41
	166.92
	21.08

	New York
	189
	98
	105.45
	-7.45
	166.92
	-68.92

	Orlando
	787
	179
	175.64
	3.36
	166.92
	12.08

	Pittsburgh
	210
	138
	107.92
	30.08
	166.92
	-28.92

	St. Louis
	737
	98
	169.77
	-71.77
	166.92
	-68.92


d) For observations with positive residual values, was their actual airfare greater or less than the predicted airfare?

e) For observations with negative residual values, do their points on the scatterplot fall above or below the regression line?

f) At the beginning of Activity 10-1, you noted that the mean of these airfares is $166.92, with a standard deviation of $59.45.  In the absence of information about distance, we could use the overall mean airfare as the prediction for each city’s airfare.  In this situation, the deviations from the mean would be the errors in those predictions.  The last column of the table above reports these deviations.  Determine the deviation from the mean airfare for Dallas, and record it in the table.

g) Do most cities have a smaller residual or a smaller deviation from the mean?  Does this suggest that predictions from the regression line are generally better than the airfare mean?  Explain.

Recall the idea of thinking of the data as consisting of a part explained by the statistical model and a ”leftover” (residual) part due to chance variation or unmeasured variables.  One can obtain a numerical measure of how much of the variability in the data is explained by the model and how much is “left over” by comparing the residuals from the regression line and the deviations from the mean.  To do this comparison we will calculate the sums of squares of these residuals.

h) Use your calculator to compute the sum of squared residuals from the regression line.  The calculator automatically computes and enters the residuals into a list named RESID every time you use it to find the linear regression equation.  You can use the sum (command from the LIST MATH menu and also use the  EQ \X(x\S(2))   key to square all of the values in the list: sum(LRESIDS2).

sum of squared residuals:

(prediction errors using regression line)

i) Calculate the sum of squared deviations from the overall mean airfare. [Hints:  You found the overall mean airfare in Activity 10-2(b). Remember to square the difference before you apply the sum command.]

sum of squared deviations in airfare from overall mean:

(prediction errors using overall mean)

j) To see how much the regression line has reduced prediction errors, divide the sum of squared residuals by the sum of squared deviations from the mean.  Then subtract this result from 1.  Record these values below.

This ratio of the sum of squared residuals and the sum of squared deviations is the proportion of the variability in the response variable that is left unexplained (residual) by the regression model.  Subtracting this value from 1 gives the proportion of variability in the response variable that is explained by the regression model.

k) Recall that you found the correlation between distance and airfare in part (a) of Activity 10-2.  Square this value and record the result below.  Does this value look familiar?  Explain.

It turns out that the proportion of variability in the y-variable explained by the regression model with the x-variable is more efficiently calculated as the square of the correlation coefficient, written r2.  This proportion provides a measure of how closely the points fall to the least squares line and thus also provides an indication of how confident one can be of predictions made with the line. another name for the proportion of variability is the coefficient of determination.

ALWAYS PLOT YOUR DATA!!!
Linear regression models are not appropriate for all sets of data.  The correlation coefficient and r2 values do not necessarily attest to how well a linear model describes the association.  The importance of looking at visual displays of the data cannot be overstated.

Activity 10-5: Cars’ Fuel Efficiency (cont.) 
Refer back to the data of Activity 8-1 on page 163 concerning the relationship between sports cars’ weight and fuel efficiency.  The means and standard deviations of these variables and the correlation between them are reported below:

	
	mean
	std.  dev.
	correlation

	weight
	2997
	357.6
	-0.816

	mpg
	20.867
	3.044
	


(a) Use this information to determine (by hand) the coefficients of the least squares line for predicting a car’s miles per gallon rating from its weight.  Report the equation of this line.

(b) Recall that the MPG rating for the Audi TT was not provided.  Use the regression line to predict the city MPG rating for this car, whose weight is 2655 pounds.

(c) By how many miles per gallon does the least squares line predict a car’s fuel efficiency to drop for each additional 100 pounds of weight?  (Use the slope coefficient to answer this question.)

(d) What proportion of the variability in cars’ miles per gallon ratings is explained by the least squares line with weight?

Activity 10-12: Turnpike Tolls   

If one enters the Pennsylvania Turnpike at the Ohio border and travels east to New Jersey, the mileages and tolls for the turnpike exits are as displayed in the scatterplot below.  The regression line for predicting the toll from the mileage has been drawn on the scatterplot; its equation is:  toll = -0.123 + 0.0402 mileage.  The correlation between toll and mileage is 0.999.
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(a) What proportion of the variability in turnpike tolls is explained by the regression line with mileage?

(b) Use the regression equation to predict the toll for a person who needs to drive 150 miles on the turnpike.

(c) By how much does the regression equation predict the toll to rise for each additional mile that you drive on the turnpike?

(d) About how many miles do you have to drive in order for the toll to increase by one dollar?

Activity 10-17: Incorrect Conclusions

It can be shown that the sum of the residuals from a least squares line must equal zero.

(a) Does it follow that the mean of the residuals must equal zero?  Explain.

(b) Does it follow that the median of the residuals must equal zero?  Explain.

(c) Does the observation with the largest value of the predictor variable have to have the largest fitted value?  Explain
(d) Can an observation whose value of the predictor variable equals the mean of that variable have the largest residual?  Explain.

Activity 10-18: Airfares (cont.)

Recall the least squares formulas for the slope b and intercept a of a regression line: 
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.  To investigate the reasonableness and behavior of these formulas, reconsider the airfare data from Activity 10-1 on page 206.  For each of the following, use your calculator to change the variable as indicated.  Then recalculate the regression equation and comment on how the slope and/or intercept change.

(a) Suppose that $500 is added to each fare.

(b) Suppose that each fare is doubled.

(c)  Suppose that each distance is cut in half.

(d) Suppose that 1000 miles is added to each distance.

WRAP-UP
This topic has led you to study a formal mathematical model for describing the relationship between two quantitative variables.  In studying least squares regression, you have encountered a variety of related terms and concepts.  These ideas include use of regression in prediction, the danger of  extrapolation, the interpretation of the slope coefficient, the concepts fitted values and residuals, and the interpretation of r2 as the proportion of variability explained by the regression line. Understanding all of these ideas is important to applying regression techniques thoughtfully and appropriately.

In the next topic you will continue your study of least squares regression. 

You will explore the distinction between outliers and influential 

observations, discover the utility of residual plots, and consider transformations of variables.
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